Resistance to Blood Flow in Microvessels In Vivo


Abstract Resistance to blood flow through peripheral vascular beds strongly influences cardiovascular function and transport to tissue. For a given vascular architecture, flow resistance is determined by the rheological behavior of blood flowing through microvessels. A new approach for calculating the contribution of blood rheology to microvascular flow resistance is presented. Morphology (diameter and length), flow velocity, hematocrit, and topological position were determined for all vessel segments (up to 913) of terminal microcirculatory networks in the rat mesentery by intravital microscopy. Flow velocity and hematocrit were also predicted from mathematical flow simulations, in which the assumed dependence of flow resistance on diameter, hematocrit, and shear rate was optimized to minimize the deviation between measured and predicted values. For microvessels with diameters below \(\approx 40 \, \mu m\), the resulting flow resistances are markedly higher and show a stronger dependence on hematocrit than previously estimated from measurements of blood flow in narrow glass tubes. For example, flow resistance in 10-\(\mu m\) microvessels at normal hematocrit is found to exceed that of a corresponding glass tube by a factor of \(\approx 4\). In separate experiments, flow resistance of microvascular networks was estimated from direct measurements of total pressure drop and volume flow, at systemic hematocrits intentionally varied from 0.08 to 0.68. The results agree closely with predictions based on the above-optimized resistance but not with predictions based on glass-tube data. The unexpectedly high flow resistance in small microvessels may be related to interactions between blood components and the inner vessel surface that do not occur in smooth-walled tubes. (Circ Res. 1994;75: 904-915.)
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Early in the 19th century direct measurements of arterial and venous blood pressure by Jean Léonard Marie Poiseuille\(^1,2\) revealed that the pressure drop in the circulation occurs mainly in the peripheral vascular bed (the microcirculation), which consists of large numbers of tiny vessels. The microcirculation is therefore the site of most of the resistance to flow, which depends on the architecture of the microvascular network and on the rheological behavior of blood flowing through it. Information about bulk rheological properties of blood has been obtained using rotational viscometers. The findings of such studies, including the nonlinear increase of viscosity with increasing hematocrit and with decreasing shear rate, have strongly influenced the interpretation of physiological and pathophysiological behavior of the peripheral circulation.

However, knowledge of the bulk material properties of blood does not provide a sufficient basis for understanding blood flow through narrow cylindrical tubes. In tubes with diameters > 1 mm, the measured apparent viscosities correspond to bulk values from rotational viscometry, but a marked reduction of viscosity is observed with decreasing tube diameter, the so-called Fahraeus-Lindqvist effect.\(^5,7\) In the diameter range from \(\approx 5\) to 15 \(\mu m\), apparent blood viscosity is only slightly higher than that of the suspending plasma and does not exhibit a strong dependence on hematocrit.\(^8-13\)
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vessel diameter and hematocrit in microvessels of a living tissue. This approach was made possible by the development of experimental methods for the measurement of hematocrit and flow velocity in all vessel segments of large microvascular networks, in conjunction with theoretical simulations of blood flow through these networks based on the experimentally determined architecture. The overall deviations between measured and predicted hematocrits or velocities were used as criteria to optimize the assumptions made in the simulation concerning the effective viscosity of blood. By minimizing the respective deviations, an optimal approximation to the blood rheology in living microvessels was achieved. Although this method represents an indirect approach to the evaluation of in vivo effective viscosity, it has the advantage that the assessment is based on a summation of deviations from a large number of segments (up to 913) per network. This renders the method relatively insensitive to random measurement errors of relevant quantities in individual vessel segments and allows a parametric description of effective viscosity as a function of vessel diameter and hematocrit, which is called the “in vivo viscosity law.”

To test the validity of the respective results, an additional series of experiments was performed in which the pressure drop across microvascular networks was directly measured by micropipette techniques. In addition, the dependence of overall network flow resistance on systemic hematocrit was determined. These data were compared with predictions of model simulations based on in vivo viscosity law.

Materials and Methods

Experimental Network Data

Details of the animal preparation and experimental setup,17 the intravital microscope,18 the data gathering and scanning procedure,19 and the optical method for hematocrit determination19 have been described previously. Male Wistar rats (n=6; body weight, 300 to 450 g) were anesthetized with ketamine (100 mg/kg IM) after premedication (0.1 mg/kg IM atropine and 20 mg/kg IM pentobarbital sodium). During the experiment, an intravenous infusion (24 mL/kg per hour) of physiological saline containing 0.3 mg/mL pentobarbital sodium was administered to maintain fluid balance and anesthetic level. Arterial blood pressure (range, 105 to 140 mm Hg) and heart rate were monitored continuously.

Fat-free portions of the mesenteric membrane (area ranging from 25 to 80 mm²) were exposed for intravital videomicroscopy, scanned, and recorded on videotape and on black and white film. To abolish the potential development of tone during the experiments, papaverine (10−4 mol/L, Serva) was continuously applied via the solution superfusing the investigated tissue. In all six networks investigated, a scan was performed by using monochromatic continuous illumination at a wavelength of 448 nm to allow densitometric hematocrit measurements. A Leitz SW 25/0.6 saltwater immersion objective yielded a final magnification at the photodetector level of ×25. The complete scan took ~30 minutes and consisted of ~300 individual fields of view (300×400 μm).

In three of the six networks investigated, the flow velocity in each vessel segment was determined. An additional second scan was performed by use of a strobed asynchronous illumination to allow off-line velocity measurement with a digitized image analysis system.20,21 The analysis of velocity is based on the principle of spatial correlation.22 The light intensity pattern along a line in the center line of the image of a microvessel is determined at two closely spaced time instances. If the vessel contains moving blood cells absorbing and scattering light, the corresponding intensity patterns are shifted in position between the two successive recordings. The center-line flow velocity (v̅) is obtained by dividing the length of this spatial shift by the time delay between the two recordings.

Because of the periodicity of the intensity signals created by flowing blood cells, a reliable determination of the spatial shift can, under most experimental conditions, only be obtained for shifts below =20 μm. Therefore, the upper limit of the velocity measurement depends on the time delay between the recordings, which is 20 or 16.67 milliseconds for a 50- or 60-Hz operation, respectively, corresponding to maximal velocities of =1 or 1.2 mm/s. This would be too low to allow an analysis of flow velocities in many of the microvessels present in the rat mesentery. Therefore, we used an asynchronous flash illumination system (11360-1, Chadwick-Helmuth) illuminating one half frame by a flash immediately preceding the frame transfer of the recording CCD camera (model MX, AIS). The next flash is then triggered after a short delay (eg, 1 millisecond) and illuminates the next half frame. A much longer delay (eg, 39 milliseconds for a 50-Hz operation) follows until the next double flash pulse is started. Whereas the video image recorded with this illumination system can be stored and replayed at the normal framing rate on standard video equipment, every other pair of two successive half frames represents images created at time delays of only 1 millisecond in real time. With the minimum delay of 0.5 millisecond used in the present study, the maximum measurable flow velocity ranged =40 mm/s.

Each field of view was recorded during asynchronous flash illumination for =10 seconds. For the off-line analysis of velocity, a measuring line was interactively defined along the axis of the respective vessel segment during replay of the videotape. A sequence of =100 pairs of line intensity patterns was extracted from the recording, corresponding to a recording time of 4 seconds, by using a digital image analysis system.20 The spatial shift between each of the line pairs was then automatically determined by means of a cross-correlation procedure and converted into v̅. Periodic changes of flow velocity coupled to heart rate and breathing were eliminated by averaging velocities over the complete sequence recorded.

Averaged v̅ values determined by spatial correlation were then converted into mean blood velocity (v̅̅). For single-file flow conditions, v̅̅ can be assumed to be identical to mean cell velocity (v̅̅c). The relation between v̅ and v̅̅c in turn, is identical to the relation between discharge hematocrit (H̅c) and tube hematocrit (H̅t), given by the Fahraeus effect. To calculate v̅̅c, a parametric description of the Fahraeus effect as a function of vessel diameter (D, in micrometers) and hematocrit derived from a compilation of literature data on red blood cells perfused through glass tubes of different diameters23 was used:

\[
\frac{v_t}{v_c} = H_t + (1 - H_t) \cdot (1 + 1.7c \cdot 0.415D - 0.6c - 0.010D)
\]

In larger microvessels, several red blood cells may travel on one vessel cross section at different velocities. In this situation, v̅t represents some average of the velocities in a vertical section through the vessel. According to Pittman and Ellsworth,24 the relation between v̅t and v̅c depends on the velocity profile in the vessel investigated, which is described by a bluntness factor, the size of flowing erythrocytes, and the width of the area from which light is sampled for velocity measurement. In the present study, we assumed a bluntness factor of 0.8, representing a rough mean of the experimental data cited by Pittman and Ellsworth, an erythrocyte diameter of 5 μm, and a width of the light-sampling area of 1 μm.

For vessels with diameters <5 μm, the relation between v̅t and v̅c was exclusively derived from the Fahraeus effect equation, whereas for vessels >40 μm, the Pittman and Ellsworth24 approximation was used. In the intermediate
range, a smooth linear transition between the values given by both approaches was used. For an Hbg of 0.45, the resulting values for $v_m/\eta_0$ range between 0.73 and 0.75 down to diameters of ~7 $\mu$m and increase steeply toward unity below that level. For very low hematocrits, however, much lower values for $v_m/\eta_0$ are obtained in the diameter range of ~10 $\mu$m because of the hematocrit dependence of the Fahraeus effect.

The photographs exposed during the scanning procedure were used to assemble photomontages of the complete microvascular networks, which were then used to determine network topological structure (connection matrix) and the length of all vessel segments between branch points. The diameter of vessel segments was determined from the video recordings obtained with the strobed flash illumination, where available (n = 3 networks), and from the photonegatives for the remaining networks (n = 3). The number of vessel segments per network varied between 383 and 913.

**Network Flow Simulation**

Details of the flow simulation have been described earlier. Based on the experimentally determined network topology (connection matrix) and architecture (diameter and length of each vessel segment) plus the hemodynamic conditions in vessel segments entering or leaving the network (boundary conditions), an iterative algorithm was used to calculate pressures at each branch point within the network as well as flow rates and hematocrits in each vessel segment. The boundary conditions comprise the volume flow rates and hematocrits in all vessel segments feeding the network and the volume flow rates for those segments leaving the network, with the exception of the main venular draining segment. This segment was arbitrarily assigned a pressure of 0 mm Hg to provide a fixed pressure reference point in the network.

For those networks in which flow velocities were not measured, $v_m$ (in millimeters per second) for the main arteriolar input segments was assigned according to segment diameter D using the following equation:

$$v_m = 0.4 \cdot D^{-1.9}$$

This equation yields flow velocities close to those measured experimentally for similar sized vessels. For other inflow and outflow segments, volume flow rates were derived from the value assigned to the main feed arteriole according to the relative number of capillary segments fed or drained.

In addition to the input information on network architecture and boundary conditions, the model simulations rely on parametric descriptions of rheological phenomena in the microcirculation. These are the phase-separation effect (nonproportional partition of red blood cell and plasma flows) at diverging bifurcations and the effective viscosity of blood flowing through microvessels. A parametric description of phase separation (phase-separation law), which is based on experimental data obtained previously in arteriolar bifurcations of the rat mesentery (Equations 4 through 6 in Reference 23), was used. This law describes the distribution of blood and red blood cell flow at individual bifurcations.

The in vitro viscosity law used in the present study is based on a previous compilation of literature data on relative blood viscosity in tube flow in vitro. This is described by the following equation:

$$\eta_{\text{in vitro}} = 1 + (\eta_{0.45} - 1) \cdot (1 - \text{Hbg})^c - 1 \cdot (1 - 0.45)^c - 1$$

where $\eta_{\text{in vitro}}$ is in vitro viscosity and $\eta_{0.45}$ is the relative viscosity for a fixed Hbg of 0.45, is given by

$$\eta_{\text{in vitro}} = 220 \cdot e^{-1.3D + 3.2 - 2.44 \cdot e^{-0.06D^{0.65}}}$$

Equation 4 is a description of the diameter dependence of viscosity in tube flow, the so-called Fahraeus-Lindqvist effect.

C describes the shape of the viscosity dependence on hematocrit and is given by the following equation:

$$C = (0.8 + e^{-0.07D}) \cdot \left(1 + \frac{1}{1 + 10^{-11} \cdot D^{12}}\right)$$

This relation gives a linear dependence between viscosity and hematocrit for diameters <7 $\mu$m and a strong nonlinear increase of viscosity with hematocrit for diameters >8 $\mu$m.

**Experimental Determination of Network Flow Resistance**

To obtain experimental data that can be used to validate results of the network flow simulations, pressure drop and volume flow rates across microvascular networks in the rat mesentery were measured at different levels of systemic hematocrit (Hbg) in a separate series of experiments (n = 10). The networks chosen were similar to those used to obtain network data, and the details of the animal preparation and intravital microscopy correspond to those described above. One field of view was observed, including the main feeding arteriole and, in most experiments, the paired draining venule. To block alterations of vascular tone during the experiments, papaverine (10$^{-4}$ mol/L) was added to the superfusion solution throughout the experiments. A micropipette with a tip diameter of ~1 $\mu$m connected to a micropressure measuring system (model 5, IPM) was impacted into the arterioles or the venules to measure intravascular pressure according to the servo-nulling technique.

A typical experiment started with the measurement of venular pressure. Next, the micropipette was introduced into the main feeding arteriole, and pressure was measured, while video recordings were taken by using asynchronous flash illumination to allow an off-line determination of arteriolar $v_m$ and thus calculations of volume flow rate. In some experiments, Hbg was increased to up to 0.65 by slow infusion of concentrated red blood cells (~5 mL) obtained from another rat. Systemic hematocrit was then lowered by successive hemodilution. This was achieved by replacing aliquots of blood (1 to 2 mL) drawn from the carotid catheter with homologous plasma infused intravenously. At low levels of Hbg, hydroxyethyl starch solution (100 g/L; molecular weight, 200 000/0.5 in physiological saline) was given in addition to plasma in quantities of <2 mL per dilution step to increase the dilutive effect and to limit the fall in arterial pressure.

After each hemodilution step, the measurements of arterial pressure and flow velocity in the arteriole observed were repeated. The experiment was completed by a measurement of venular pressure at the lowest hematocrit level reached. Since venular pressure showed little or no change, venular pressure levels for the intermediate hematocrit steps were interpolated from the values taken at the beginning and the end of the experimental procedure. Arteriolar flow velocities were converted into volume flow rates by using the diameter measured off-line from the video recordings. Dividing the arteriogenous pressure drop values across the microvascular networks by the arteriolar volume flow rate yielded overall network flow resistance for every level of Hbg.

To allow a comparison of the data obtained from networks of different size and geometrical hindrance, the resistance values of each data set were normalized with respect to the resistance (R0) for pure plasma perfusion (Hbg = 0). The lowest levels of Hbg reached in the experimental determinations of network resistance were ~0.15. To extrapolate the flow resistance to zero hematocrit, each set of experimental data was fitted by an equation similar to that used to describe the dependence of relative blood viscosity as a function of hematocrit (Equation 3 in Reference 13):

$$R = A + B \cdot (1 - \text{Hbg})^c - 1$$
where $R$ is the flow resistance. Parameter $A$ of the fit corresponds to the resistance for $H_s=0$; $B$ and $C$ give the steepness and shape of the relation between $H_s$ and $R$. In two data sets, negative values of $A$ were obtained, and the lowest experimental value of $R$ was substituted for $R_s$ instead of $A$.

**Results**

**Network Experiments**

In the present study, measured segment flow velocities and hematocrits are used to test the adequacy of viscosity laws applied in the simulation. Therefore, it is important to test whether these quantities suffer from systematic measurement errors. Such errors could result, for example, from a systematic bias in the measurement of vessel diameter or in the relation between true and estimated mean $v_s$. Errors leading to proportional changes of calculated blood (red blood cell) volume flow in all segments would be of minor importance for the conclusions drawn. If, in contrast, the bias were to vary systematically with vessel diameter, hematocrit, or flow velocity, this would have a direct impact on the in vivo viscosity law derived.

The experimental data for the three networks in which velocity data had been obtained experimentally were tested for such inconsistencies. In each, the blood volume flow and the flow-weighted mean $H_v$ were calculated for a series of consecutive complete flow cross sections, through which all the blood entering the network must pass. Each flow cross section consists of the arterioles of a given generation plus all capillaries up to that generation. The generation of a vessel segment is the number of bifurcations between that vessel and the input segment of the network plus one. The flow and hematocrit values for each flow cross section were corrected for the volume flow and hematocrit in arteriolar segments, leaving the network at lower generation levels.

Mass conservation implies that both flow and flow-weighted mean hematocrit are unchanged in each of these complete flow cross sections. As shown in Fig 1, the deviation of average experimental results from that ideal behavior is small and shows no consistent trend from proximal to distal flow cross sections. The volume flow of blood and red blood cells that enter the network by the few fast-flowing large arterioles is obviously completely recovered at the level of the many small slow-flowing capillaries, although the latter exhibit a large range of individual segment hematocrits. Therefore, the existence of systematic errors in diameter and hematocrit measurement related to vessel diameter, hematocrit, or flow velocity is unlikely to be present to a substantial degree.

In addition, conservation of volume flow rate was checked for all arteriolar branch points in the three networks in which flow velocity was measured ($n=137\pm11$ per network). The summed flow in the daughter branches exceeded that in the mother vessel, on average by 0.014 nL/min (SD between networks, 0.046 nL/min) with an average SD within the individual networks of 10.5 nL/min. When the average volume flow at arteriolar branch points ($25.7\pm11.2$ nL/min for 412 bifurcations in three networks) was taken into account, the average relative deviation is 0.0003 with an SD within networks of 0.43. This indicates that no systematic violation of mass conservation is obvious from the measured flow velocities and vessel diameters, despite the fairly large errors at individual bifurcations, and supports the idea that summations of data from multiple segments are relatively insensitive to random measurement errors in individual segments.

**Comparison of Experimental Results and Model Predictions**

Segment-by-segment comparisons between measured and predicted values of velocity and hematocrit measured in a network with 546 segments are shown in Fig 2. The predicted values were obtained by the flow simulation model using the in vitro viscosity law. Flow velocity and especially hematocrit show large deviations between predicted and measured results. The fairly large deviations between measured and predicted flow velocity and hematocrit can be attributed to at least three independent error sources: the measurement error, the model input error, and the rheological law error.

To permit evaluation of alternative models, numerical measures of these deviations were obtained. Velocity varies over a wide range, so root mean square (rms) relative velocity deviation was used. For each segment, relative deviation was computed as the difference between measured and predicted velocities divided by the mean of these two values. The mean was used here,
Fig 2. Scatterplots comparing flow velocity (top) and hematocrit (bottom) as measured directly in vessel segments (n=546) of a microvascular network in the rat mesentery with the corresponding predictions of the flow simulation model based on the in vitro viscosity law (black dots). In addition, lines of identity are shown. The mean relative deviation (rel Dev.) of velocity was calculated as the root mean square (rms) of the difference between measured and predicted velocities divided by their average over all vessel segments. The absolute hematocrit deviation (abs Dev.) is the rms difference between measured and predicted discharge hematocrit values.

since both velocities are subject to errors. In contrast to velocity, hematocrit lies within a defined range (0 to 1), so the absolute hematocrit deviation was used. The choice of these measurements is supported by Fig 2, which shows that deviations in velocity and hematocrit are roughly constant in magnitude over the range of observed values when hematocrit is plotted on a linear scale and velocity is plotted on a logarithmic scale. For the three networks in which velocities were measured, relative rms averaged 0.723±0.058 (mean±SEM, n=3). Hematocrit deviations (rms) averaged 0.173±0.009 for six networks.

**Measurement Error**

To assess the measurement errors of the optical methods used to determine flow velocity and hematocrit, double measurements of both quantities were performed in a large number (n=190) of segments in one of the networks analyzed. From the obtained values, conservative estimates of relative rms velocity error of 0.25 and absolute rms hematocrit error of 0.11 were derived and used in the following analysis.

**Model Input Error**

Stochastic errors in the input information will indirectly result in deviations between measured and predicted values, in addition to those created by the direct measurement errors of velocity and hematocrit described above. One component of the model input error is caused by incorrect values of segment length and diameter in the morphological data used in the network flow simulation. The second part of this error relates to the phase-separation law used to define the phase-separation parameters at individual bifurcations. The original data used to derive the parametric description of phase separation23 show a fairly large scatter around the reported average values, which is probably due to the fact that relevant parameters including the micro-geometry of the bifurcations as well as the radial velocity and hematocrit profile in the feeding vessel were not represented in the bifurcation law.

The impact of model input errors on the deviation between measured and predicted parameters was assessed by comparing the results of simulation runs based on the standard input set for a given network with those of runs in which the segment diameters and lengths as well as the individual phase-separation parameters were modified according to the characteristic uncertainty ranges. These modifications consisted of randomizing the respective parameters relative to the standard values given by the input database (segment diameter and length) and the parametric description of phase separation according to their empirically determined error ranges. A relative rms error of ±0.07 (7%) for segment lengths and an absolute rms error of ±1.2 μm for segment diameters were used according to double measurements (n=240) in one of the networks investigated. For the three phase-separation parameters, A, B, and Xo, the standard deviations of data obtained at individual bifurcations from the predictions of the phase-separation law, as calculated from the original data given by Pries et al.25 were used (A, ±0.45; B, ±0.3; and Xo, ±0.05).

For each of the 100 randomized runs performed per network, the mean deviation between flow velocities and hematocrits in the individual segments and those values obtained with standard parameters was determined and averaged for each network. A relative rms error of 0.518±0.037 (mean±SEM, n=3) for velocity and an absolute rms error of 0.102±0.008 (hematocrit units, n=6) for hematocrit were obtained. These values were used as an estimate for the impact of model-input errors on the overall deviation between measured and predicted values of flow velocity and hematocrit.

**Rheological Law Error**

The remaining possible source for the deviation between measured and predicted values is a systematic error in the rheological laws, particularly the assumed variation of flow resistance with microvascular diameter and hematocrit (the viscosity law). The part of the overall deviation that cannot be accounted for by the stochastic measurement error or the model input error, as described above, must be attributed to systematic rheological law error.

In Fig 3, the contributions of the three components of overall deviation between measured and predicted flow velocities and hematocrits are shown. Values have been normalized with respect to the deviation found with the in vitro viscosity law (n=3 for velocity, n=6 for hematocrit). In addition, values are given here as mean-square...
deviations (variance) rather than as rms deviations (SD) to allow the addition of measurement error and model input error to yield a combined stochastic error (combined error). The remaining part of the deviation, referred to as systematic deviation, must be primarily due to systematically incorrect assumptions in the viscosity law used in the simulations. The size of this error provides an index that can be used to test the correctness of alternative forms of the viscosity law.

**Evaluation of the In Vivo Viscosity Law**

Effects of changes in the viscosity law on the systematic deviation between measured and predicted flow velocity and hematocrit were analyzed. For all tested viscosity laws, the respective systematic deviations were compared with those obtained for the standard in vitro viscosity relation as shown in Fig 4 (in vitro law).

Also shown are results obtained with a viscosity law incorporating a shear-dependent component of viscosity, according to data published by Reinke et al. Based on perfusion experiments in vertical glass tubes, which predict a weak dependence of viscosity on shear rate. The shear-rate dependence was introduced into the model simulation by multiplying the viscosity as obtained from the in vitro viscosity law (Equation 3) with a velocity-dependent term:

$$\eta_{\text{shear}} = \eta_{\text{visco}} \cdot (P \cdot \bar{U}^Q + 1)$$

where $\eta_{\text{shear}}$ is the shear-rate–dependent relative viscosity, $\bar{U}$ is the shear rate ($\mu_s/D$), and $P$ and $Q$ are parameters of the exponential fit to the original data given by Reinke et al (P, 0.25; Q, −0.85). Based on this relation between shear rate and viscosity, the deviations of velocity and hematocrit are very close to those found with the standard in vitro law. Alternatively, we applied a shear-dependent viscosity component according to that used by Warnke and Skalak in their hydrodynamic flow model, which is based on experimental data by Lipowsky and coworkers. This strongly shear-rate–dependent viscosity law yielded substantial increases in the deviation between measured and predicted flow velocity as well as hematocrit (normalized relative velocity deviation, 1.57±0.14; normalized hematocrit deviation, 1.06±0.05; mean±SEM; not shown in Fig 4).

Fig 4 also gives the results for model simulations assuming a constant viscosity in all vessel segments, independent of diameter, hematocrit, or shear rate. This viscosity law, which does not exhibit any decrease in viscosity with decreasing diameter (Fahraeus-Lindqvist effect), leads to a slight reduction of deviation in viscosity with decreasing diameter (Fahraeus-Lindqvist effect), leads to a slight reduction of deviation
in flow velocity and a slight increase of the hematocrit deviation compared with the in vitro viscosity law.

**Modified Viscosity Law**

In the next step, the viscosity law as given in Equation 3 was modified by adding a diameter-dependent term to the original parametric description of the in vitro data:

\[
\eta_{\text{mod}} = \left[1 + \left(\eta_{0.45} - 1\right) \right] \cdot \frac{D}{D-W} \cdot \frac{D}{D-W}^{\alpha(1-\lambda)}
\]

where \(\eta_{\text{mod}}\) is modified viscosity, \(W\) has the dimension of a length, and \(\lambda\) is a constant. Our rationale for modifying Equation 3 in this way can be explained by considering its properties for different values of \(\lambda\). At \(\lambda = 0\), the first \(W\)-dependent term equals unity, and \(W\) can be interpreted as a reduction of the hydrodynamically effective vessel diameter leading to a reduction of vessel conductance independent of hematocrit. This could, for instance, be effected by macromolecular structures bound to the endothelial surface retarding or impeding flow close to the vessel wall. The optimal value of \(W\) was determined by minimizing the deviation of flow velocity for the networks in which velocities were measured (\(n = 3\)), leading to an average value of 0.67 ± 0.33 \(\mu\)m (mean ± SD). For the remaining three networks, the deviation of hematocrit was minimized. The average value of \(W\) from all six networks was 0.84 ± 0.26 \(\mu\)m. The corresponding deviations of both flow velocity and hematocrit (Fig 4) were reduced compared with those obtained for the in vitro viscosity law.

It cannot, however, be assumed that the discrepancy between the in vitro viscosity law and the effective viscosity in vivo is exclusively the result of a reduction of hydrodynamically effective vessel diameter relative to the measured diameter. On the contrary, it is likely that red blood cells and their deformation and interaction with each other as well as with the vessel wall and its surface structures during perfusion play a major role in establishing in vivo viscosity relations. Such interactions can be accounted for in Equation 8 by setting \(\lambda\) to values above zero, rendering the impact of \(W\) on viscosity hematocrit dependent. The extreme case in which a hypothetical discrepancy between in vivo and in vitro viscosity completely relies on the presence and concentration of blood cells corresponds to \(\lambda = 1\). Optimization of \(W\) for \(\lambda = 1\) led to velocity and hematocrit deviations similar to those obtained for \(\lambda = 0\) (Fig 4).

Irrespective of the \(\lambda\) value used, the viscosity (\(\eta_{\text{mod}}\)) calculated from Equation 8 by using the optimized values of \(W\) increases with decreasing vessel diameter in a range far above the range where minimum viscosities are seen in vitro (6 to 7 \(\mu\)m). Therefore, a viscosity law that did not incorporate an intrinsic reduction of viscosity with decreasing vessel diameter according to the Fahraeus-Lindqvist effect was tested. This was achieved by replacing, in Equation 8, the diameter-dependent \(\eta_{0.45}\) from Equation 4 with a constant value, \(\eta_{0.45}'\). A two-dimensional optimization procedure (downhill simplex method) was then used to find the values of \(\eta_{0.45}'\) and \(W\) that minimized the systematic deviation between measured and predicted velocities if available (three networks) or hematocrit. Optimizations were performed for \(\lambda\), increasing in steps of 0.25 from 0 to 1.

As Fig 4 shows, this change resulted in a substantial additional decrease in deviations, whether \(\lambda\) was set to 0, 0.5, or 1. Minimal deviations for both flow velocity and hematocrit were obtained at \(\lambda = 0.5\) (velocity: relative rms deviation, 0.60 ± 0.02 [mean ± SEM]; hematocrit: absolute rms deviation, 0.16 ± 0.09). The corresponding optimal parameter values were \(W = 1.09 ± 0.57 \mu\)m and \(\eta_{0.45}' = 1.98 ± 0.16\) (mean ± SD; \(n = 3\); values are given for the networks in which velocities were measured). This indicates that both red blood cell–dependent and –independent phenomena contribute to the discrepancy between in vitro and in vivo effective viscosity. By use of the modified viscosity law described by Equation 8 and the optimal values for \(\lambda\), \(W\), and \(\eta_{0.45}'\), the respective velocity deviations nearly reach the minimum level indicated by the combined measurement error and model input error. This demonstrates that the systematic deviation due to inadequacies of the rheological laws used in the simulation process could be nearly eliminated by appropriate changes of the viscosity law.

The modified viscosity law derived in the above-described optimization uses the dependence of viscosity on hematocrit as defined by parameter \(C\) given in Equation 5 for the in vitro viscosity law. To test the impact of this relation on the deviation between measured and predicted flow velocity and hematocrit, optimizations of \(W\) and \(\eta_{0.45}'\) for \(\lambda = 0.5\) were performed by using several constant \(C\) values between –0.8 and +1. The lowest deviations obtained with constant values of \(C\) were obtained for \(C = 0.1\), however, still being slightly higher than those obtained with the in vitro relation between \(C\) and vessel diameter.

The modified viscosity law based on the average values obtained by the optimization process for \(W\), \(\eta_{0.45}'\), and \(\lambda\) is compared with the in vitro viscosity law in Fig 5. Significant information on effective viscosity is obtained from the in vivo optimization only in a diameter range covered by sufficient numbers of vessel segments in the microvessel networks used for the analysis. This range starts at \(\approx 4 \mu\)m and extends to \(\approx 25 \mu\)m for arterioles and to \(\approx 40 \mu\)m for venules. The two viscosity laws exhibit substantial differences in this diameter range. Much higher effective viscosities are predicted by the in vivo optimization compared with the in vitro viscosity law, especially for vessel diameters ranging from 4 to 10 \(\mu\)m, where the in vitro viscosity shows its minimum. In addition, a strong hematocrit dependence is seen in the modified viscosity law.

**Shear-Rate Dependence**

As stated earlier, the addition of a shear-rate–dependent component to the in vitro viscosity law according to data obtained in vivo led to substantial increases of the deviation between measured and predicted results. The impact of shear-rate–dependent viscosity laws was tested in more detail by optimizing the parameters \(P\) and \(Q\) of Equation 7 for the three network databases containing measured velocity data. The optimization was started from the viscosity law given by Equation 8 using the optimal values for the parameters \(W\), \(\eta_{0.45}'\), and \(\lambda\) described above. Minimal systematic deviations between measured and predicted velocities were ob-
Fig 5. Graphs showing relative effective viscosity as a function of diameter and hematocrit as given by the in vitro viscosity law (top) and the modified viscosity law using the optimized values for $A$, $W$, and $\eta^{0.45}$. $A=0.5$, $W=1.09 \, \mu m^2$, and $\eta^{0.45}=1.88 \, W$ is used to modify the diameter dependence of viscosity and has the dimension of a length, $A$ is a parameter determining the hematocrit dependence of viscosity, and $\eta^{0.45}$ is viscosity for a fixed discharge hematocrit $H_B$ of 0.45 (bottom). The corresponding equations in the text (Equations 5 and 8) give a viscosity/diameter relation valid for human red blood cells (mean corpuscular volume [MCV], $\approx92 \, \mu m^3$). To adapt the results for the smaller rat red blood cells (MCV, $\approx55 \, \mu m^3$), the diameter values used in the respective equations during simulation and shown on this figure have been scaled down according to the ratio of the cube root of the respective MCV values [(55/92)$^{1/3}=0.84$]. The modified law exhibits a strong viscosity dependence with increasing diameter. In addition, the viscosity values are much higher than those given by the in vitro viscosity law, especially for vessel diameters below $\approx20 \, \mu m$.

These values were obtained at mean±SEM values for $P$ ($0.17±0.06$) and $Q$ ($-0.87±0.02$). At these values, the shear-rate dependence of viscosity is even weaker than that in the original data of Reinke et al.$^{26}$ Although very low shear rates (0.1 s$^{-1}$) are found in some vessels of the networks analyzed, the mean shear-rates levels are $\approx3$ orders of magnitude higher (arterioles, $147±135 \, s^{-1}$; capillaries, $103±166 \, s^{-1}$; venules, $62±60 \, s^{-1}$; mean±SD). These results suggest that shear-dependent components of viscosity play only a very limited role under the perfusion conditions present here.

In Vivo Viscosity Law

The modified viscosity law shown in Fig 5 loses significance for vessel diameters above $\approx30 \, \mu m$. On the other hand, the mechanisms underlying the observed high resistance in vivo will probably be related to interactions between the flowing blood and the vessel walls and therefore become less relevant with increasing vessel diameter. It is also consistent with the data from direct measurements of viscosity in microvessel segments$^{15,16}$ to assume that in a diameter range above $\approx50 \, \mu m$, the in vitro viscosity law adequately describes the resistance to blood flow in vivo. Therefore, a combined law describing the effective resistance to blood flow in vivo as a function of vessel diameter and hematocrit was derived by using the modified viscosity law, which was optimized to match the in vivo rheology of blood for diameters below $\approx20 \, \mu m$ and the in vitro viscosity law for diameters above $\approx50 \, \mu m$. In the intermediate diameter range, a smooth transition between both viscosity laws was attempted. This was achieved by using constant values for $A$ and $W$ according to those obtained in the optimization ($A=0.5$, $W=1.1 \, \mu m^2$) and changing two parameters in the in vitro description of the Fahraeus-Lindqvist effect (Equation 4) appropriately.

The resulting combined in vivo viscosity law is given as

\begin{equation}
\eta_{\text{inv}} = 1 + (\eta^{0.45})^{-1} \frac{(1-H_B)^{\lambda-1}}{(1-0.45)^{\lambda-1}} \left(\frac{D}{D-1.1}\right)^2 \left(\frac{D}{D-1.1}\right)^2
\end{equation}

where $\eta_{\text{inv}}$ is in vivo viscosity and with $\eta^{0.45}$ defined as follows:

\begin{equation}
\eta^{0.45} = 6 \cdot e^{-0.08SD} + 3.2 - 2.44 \cdot e^{-0.08SD^{0.65}}
\end{equation}

The in vivo viscosity law is illustrated in Fig 6. Effective viscosity decreases with decreasing vessel diameter according to the Fahraeus-Lindqvist effect only down to diameters of $\approx20$ to $30 \, \mu m$. The minimal effective viscosities reached in vivo are much higher than those obtained from the in vitro viscosity law. Simulation runs using the combined in vivo viscosity law led to deviations of velocity and hematocrit that were even slightly lower than those obtained with the modified viscosity law shown in the lower panel of Fig 5.

Experimental Measurements of Network Resistance and Pressure Drop

The results of direct resistance measurements, obtained in a separate series of experiments, are shown in
Fig 7. In 10 microvascular networks, arteriolar and venular pressures and the arteriolar volume flow rate were determined at artificially modified levels of Hs. The microvascular networks used in this set of experiments were similar to those of the network analysis, with regard to the diameter of the feeding arteriole (resistance experiments, 29±5 μm [mean±SD], network analysis, 30±3 μm), the draining venule (resistance experiments, 55±13 μm; network analysis, 49±13 μm), and the total volume flow rate perfused through the network (resistance experiments, 843±607 nL/min; network analysis, 774±379 nL/min). The systemic blood pressure before the start of the hemocoagulation and dilution procedures averaged 134±11 mm Hg. Hemoconcentration was performed in 7 networks and led to an increase in systemic pressure by 11±6 mm Hg. The minimal systemic pressures reached at the end of the dilution procedure averaged 84±18 mm Hg. These changes of systemic blood pressure were accompanied by comparatively small decreases in volume flow rate through the networks, which averaged 3.8±12.5% from the highest to the lowest hematocrit level, indicating nearly constant levels of shear rate throughout the experiments.

The data from each network were normalized with respect to the resistance value extrapolated to Hs=0 for that network. The number of individual resistance measurements per experiment ranged from 7 to 30 (total number, 138), and the systemic hematocrit varied between 0.15±0.06 and 0.49±0.08 (minimal Hs, 0.08; maximal Hs, 0.68). To allow a comparison with the simulation results, predictions of flow resistance obtained by the mathematical model simulation using the in vivo and the in vitro viscosity laws are given in Fig 7 as average values for the six microvascular networks for which complete databases were available. Both the direct experimental data and the model simulations based on the in vivo viscosity law show a marked dependence of network flow resistance on Hs. This agreement indicates that the high flow resistance determined experimentally and calculated from the in vivo viscosity law is not primarily created by a systematic underestimation of vessel diameters or by a cell-independent rheological phenomenon.

Fig 8 compares the values of the directly measured pressure drop across microvascular networks in the rat mesentery with predictions by the model simulation. Under control conditions, the mean arteriolar input and venular draining pressures determined by micropuncture were 75.7±17.5 and 13.8±3.3 mm Hg, respectively, corresponding to a pressure drop of 61.9±16.7 mm Hg (mean±SD). Extrapolation to Hs=0 using a fit to the experimental data according to Equation 6 yielded a pressure drop of 21.3 mm Hg. The corresponding predictions of the model simulation are given for the three networks in which flow velocities were measured. By use of the in vitro viscosity law, a pressure drop of 23.8±6 mm Hg was obtained for Hs=0.39±0.06; the in vivo
viscosity law yielded 53.7±14.8 mm Hg. The corresponding values for Hs=0 were as follows: in vitro viscosity law, 15.9±3.8 mm Hg; in vivo viscosity law, 18.4±4.5 mm Hg.

The values for pure plasma flow (Hs=0) show good agreement between experimental data and both model simulations. For normal levels of systemic hematocrit, however, only the simulation based on the in vivo viscosity law agrees with the results of direct pressure measurements. The somewhat higher pressure drop found by micropressure measurements could be related to the higher Hs in these experiments (Hs=0.42±0.02 [mean±SD] compared with 0.39±0.06 in the experiments used for the network analysis).

**Discussion**

**Viscosity and Flow Resistance**

The present results demonstrate that the flow resistance in microvessels in vivo is much higher than predicted from rheology of blood in glass tubes. The ratio of viscosities in individual microvessels perfused with blood at a hematocrit of 0.4 relative to that obtained in equally sized glass tubes ranges between ~2 at a diameter of 20 μm and 8 at diameters of ~5 μm (Figs 5 and 6). According to model simulations, the average pressure drop across microvascular networks (flow-weighted pressure difference between feeding arteriolar and draining venular vessel segments) is more than doubled when the new in vivo viscosity law is used instead of the in vitro law (Fig 8). Most of this difference is related to the flow resistance generated in the presence of blood cells. Estimates of pressure drop obtained from the model using the in vivo viscosity law are fairly close to the values obtained here by direct measurements of pressure drop and volume flow for mesenteric microvascular networks and to values derived from microvascular pressure profiles for the cat mesentery for similar-sized arterioles and venules. These results strongly suggest that the flow resistance of small microvessels in vivo is indeed much higher than predictions derived solely on the basis of rheological measurements in long straight glass tubes in vitro.

Because of experimental difficulties, only a few attempts have been made to directly measure the effective blood viscosity in vivo. Lipowsky and colleagues assessed in vivo blood viscosity in single unbranched microvessels by combining a double micropipette differential pressure measurement with determination of νe using an optical dual-window method. They report data for microvessels ranging in diameter from ~60 μm down to 7 μm. The individual data points, however, show a very high scatter and do not therefore not allow detailed analyses of diameter- and hematocrit-dependent changes of viscosity. The average viscosity value given for 55 microvessel segments (diameter, 29.8±14.2 μm) is 4.22±2.35 cp. When the reported plasma viscosity of ~1 cp is taken into account, these values directly translate into relative effective blood viscosities that are even higher than those predicted by the present in vivo viscosity law for a hematocrit of 0.45. This indicates that the in vivo viscosity law presented here, which predicts much higher viscosities for vessels <30 μm than reported from tube flow studies, does not overestimate actual flow resistance in living microvessels.

**Factors Influencing Effective Viscosity**

The apparent viscosity of blood in narrow glass tubes is not an intrinsic property of the blood but reflects the combined property of the system, ie, the tube of a given geometry and the blood consisting of cells suspended in plasma. Similarly, the effective viscosity of blood in a microvessel, as defined in the present study, is a measure of the flow resistance resulting from physical processes occurring during blood flow through a vessel in the microcirculatory network. Estimates of effective viscosity, therefore, contain no direct information on the mechanisms involved or on the reasons for the observed discrepancies between effective viscosity in vivo and apparent viscosity in vitro. Although these mechanisms are not yet known, it is possible to list a number of factors that may contribute:

1. Macromolecules on the inner endothelial surface (endo-endothelial layer) may impede flow in near-wall regions of microvessels, either by increasing the local viscosity or by temporarily sticking to passing blood cells.

Substantial increases in Hs in muscle capillaries have been seen during experimental procedures leading to a large increase in volume flow rate, such as vasodilation with adenosine or muscle exercise. Desjardins and Duling reported similar hematocrit increases after perfusion of the microvessels with heparin and therefore speculated that a macromolecular layer on the endothelial surface reducing the effective vessel radius, which might be fairly thick in resting flow states, changes its molecular organization, leading to a lower width during high flow states. Although in our experiments there is no indication that such a layer might reduce the cross-sectional area of microvessels accessible to the flow of red blood cells, such a layer might nevertheless impede flow to varying degrees, dependent on overall flow velocity. Siegel et al showed that proteoglycans on the endothelial surface may indeed change their spatial organization with changes of shear stress. The possibility of interactions between the endothelial surface and components of the flowing blood or plasma is shown by Reinhart et al. They reported a decrease in the sinking velocity of suspended microbeads covered with endothelial cells in the presence of plasma in the suspending medium.

2. The inner vessel contour is irregular. Therefore, the hydrodynamically effective vessel diameter is smaller than the experimentally measured average vessel diameter. The irregularity of the inner vessel contour will also lead to a rearrangement of red blood cells in the blood flowing through the vessel, which might cause additional energy dissipation.

In this context, it is noteworthy that the present results were obtained in maximally vasodilated microvessel networks. Since irregularities of vessel diameter will be enhanced by increased activity of vascular smooth muscle, the discrepancies between resistance to flow in vitro and in vivo might even be more obvious if beds exhibiting higher vascular tone are considered.

3. The average length of vessel segments in the rat mesentery is of the order of 350 μm compared with a tube length of several millimeters or even centimeters in most in vitro studies. Each branch point leads to a perturbation of the velocity and concentration profiles.
in the downstream vessels. It can be assumed that each asymmetry of hematocrit or velocity profiles leads to additional energy dissipation compared with the fully developed flow in long, straight glass tubes.\textsuperscript{36-40}

(4) White cells, which are removed from blood samples used in most tube flow studies in vitro, might have an impact on the effective flow resistance in vivo. For skeletal muscle, model studies and experimental observations have suggested an increase of resistance that is due to the presence of white cells ranging from \approx 1\% to 20\%.\textsuperscript{27,41-45} However, in the mesenteric microcirculation, the impact of white cells on flow resistance is probably much more limited because of the comparatively large size of mesenteric capillaries.\textsuperscript{46} In the microvascular networks analyzed here, a mean \pm SD capillary diameter 8.7 \pm 2.4 \mu m was found compared with a value of 5.4 \pm 1 \mu m reported by Warnke and Skalak\textsuperscript{41} for the rat spinotrapezius muscle.

**Implications of the In Vivo Viscosity Law**

In vitro measurements of apparent blood viscosity have often been used as a basis for interpreting aspects of circulatory function. Our finding of substantially different behavior in vivo is therefore likely to lead to new interpretations in some areas, including the following three examples.

The in vitro and in vivo viscosity laws show a large difference in the relation between diameter and effective viscosity (Fahraeus-Lindqvist effect). Although viscosity decreases with tube diameter down to 7 \mu m in vitro, minimal viscosities in vivo are reached at vessel diameters of \approx 30 \mu m. This finding has implications that are relevant to the regulation of peripheral perfusion: Arterioles with vessel diameters below \approx 30 \mu m represent the major site for the control of peripheral resistance. If such vessels constrict, eg, from 20 to 10 \mu m, the in vivo viscosity law predicts an increase of effective viscosity rather than a decrease as expected from in vitro measurements. The resulting increase of flow resistance, which results from both the elevated geometric hindrance and the changes of effective blood viscosity, is approximately twice that predicted by the in vitro viscosity law. Therefore, the present findings place a much higher emphasis than hitherto accepted on the importance of blood viscosity as a determinant of peripheral perfusion and a component of blood flow regulation.

As shown in Fig 8, the in vitro and in vivo viscosity laws exhibit very similar pressure drops across microvascular networks for pure plasma flow (\Pi_0 = 0). However, differences between predictions of the two laws are prominent at normal systemic hematocrits, implying that the higher resistance in microvessels in vivo is mainly dependent on the presence of red blood cells. A further implication is that resistance to flow in microvascular beds is much more sensitive to hematocrit than would be expected on the basis of data obtained when using narrow glass tubes. Our findings provide a basis for reassessing the consequences of systemic hemodilution for perfusion of peripheral beds.

If macromolecules on the endothelial surface contribute to in vivo flow resistance (possible mechanism 1, above), then flow resistance in microvascular beds may be modulated through modifications of the endo-endothelial layer, even in the absence of diameter changes. The existence of such a mechanism would have important implications both for the understanding of flow regulation in normal and pathological conditions and for the potential development of methods to improve tissue perfusion.
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