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Abstract: Cardiac signaling networks exhibit considerable complexity in size and connectivity. The intrinsic complexity of these networks complicates the interpretation of experimental findings. This motivates new methods for investigating the mechanisms regulating cardiac signaling networks and the consequences these networks have on cardiac physiology and disease. Next-generation experimental techniques are also generating a wealth of genomic and proteomic data that can be difficult to analyze or interpret. Computational models are poised to play a key role in addressing these challenges. Computational models have a long history in contributing to the understanding of cardiac physiology and are useful for identifying biological mechanisms, inferring multiscale consequences to cell signaling activities and reducing the complexity of large data sets. Models also integrate well with experimental studies to explain experimental observations and generate new hypotheses. Here, we review the contributions computational modeling approaches have made to the analysis of cardiac signaling networks and forecast opportunities for computational models to accelerate cardiac signaling research. (Circ Res. 2011;108:85-97.)
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In the early 1990s, a major shift occurred in the understanding of heart failure as more than just a hemodynamic dysfunction. This paradigm shift (the neurohormonal hypothesis) states that persistent cell signaling by circulating factors is a key driver of pathological cardiac remodeling and helps perpetuate the heart failure phenotype. This view guides the existing therapeutic strategy for managing heart failure and many other cardiac diseases: use β-blockers, angiotensin-converting enzyme inhibitors, and angiotensin receptor blockers to block the signaling pathways most strongly activated in disease first; treat other symptoms later. Indeed, 60% of all FDA-approved drugs target membrane-bound proteins; two-thirds of these are receptors for cell signaling.

This paradigm underscores the central role of cell signaling pathways in regulating cardiac physiology (eg, contractility, metabolism) and pathophysiology (eg, hypertrophy, fibrosis). These pathways comprise an intricate network of biochemical interactions between signaling proteins and exhibit considerable complexity. Tremendous effort has been exerted in the past 2 decades to understand how cardiac signaling pathways are regulated, how these pathways interface with core functions of the heart, and which pathway components are best...
suited for drug targeting. However, the sheer complexity of these networks often stumps experimental intuition and motivates new approaches to study cell signaling.

Still, 2 decades of experimental studies have yielded a wealth of insight into the biochemistry of signaling proteins, delineation of signaling pathways, and consequences on in vivo cardiac function.5–7 Experimental studies have also empirically explained some of the fundamental mechanisms for cell signaling control, including pathway crosstalk,8,9 transcriptional feedback,10 and spatial compartmentation.11 These studies collectively form large bodies of evidence that require new frameworks to organize and interpret data as they are generated.

Although biologists who study cardiac signaling networks use different methods to probe their respective research interests, the questions they ask are often similar. In general, these questions can be distilled into 3 fundamental questions: (1) What are the key mechanisms regulating my biological research interest? (2) What are the multiscalar/multifunctional consequences of my findings? (3) How can I extract the most useful biological information from large data sets?

These 3 issues of identifying mechanism, determining consequence, and interpreting complex data are challenges well suited for computational modeling and analysis.

**Computational Modeling**

By definition, a model is a simplified representation of a complex system. Every experimentalist uses conceptual models to make predictions about how 2 species may be causally related. Conceptual models help contextualize data, build intuition, generate new hypotheses, and facilitate experimental design. Computational models formalize these representations by using mathematical equations to describe the relationships between species.

Computational models take on a diversity of forms. The choice of model structure should be determined by the type of questions being asked, level of quantitative detail desired and quality of experimental data available to constrain model equations and parameters. Mechanistic models are frequently used as in silico workbenches for integrating diverse observations into common frameworks and for performing computational experiments to test hypotheses with high throughput. Statistical models are commonly used to identify correlations between species in more complex data sets where causal relationships may be unclear (such as high-throughput “-omics” data).

The gold standard for evaluating the quality of a computational model is the extent to which its predictions are validated against experimental data not used in model formulation. A typical workflow for a modeling study starts with a well-defined biological question, iterates through cycles of model testing and refinement, and ends with an experimentally testable answer to that question (Figure 1). Modeling studies integrate well with experimental studies to build support for a common hypothesis. Models can complement experiments by making predictions that limit the breadth of experiments performed (thus avoiding unnecessary experiments), revealing candidate biochemical mechanisms that may regulate biological dynamics (thus building intuition) and identifying key participants of a biological phenomena (thus focusing on the most important players). Models also permit unique in silico experiments that may not yet be physically possible (eg, because of instrument resolution/dynamic range or specific and quantitative up-/downregulation of single or combinations of biological species).

Computational models have enjoyed a long history in studies of cardiovascular physiology, with more depth than any other organ system (see accompanying articles in this series by Greenstein and Winslow, Weiss et al, and Trayanova et al). These models have contributed significantly to the understanding of cardiac physiology and disease, giving
insight into important behaviors such as cardiac pacemaking in the sinoatrial node,12 excitation–contraction coupling,13,14 cross-bridge cycling,15 and arrhythmogenesis in the ventricles.16 Such computational modeling work in the heart played an important role in the development of systems biology,17 giving rise to global efforts such as the International Union of Physiological Science (IUPS) Physiome Project.18,19 The Physiome Project aims to understand total human cell, tissue, and whole-organism physiology via the integration of databases and computational models. Here, we specifically review the contributions computational modeling approaches have made toward understanding the regulation of cardiac signaling pathways and how these pathways interface with cardiac physiology.

Mechanistic Models of Cell Signaling Networks
The most common forms of computational models used to study cell signaling networks are those with biochemical and biophysical mechanistic detail. These take a “bottom-up” approach, using laws of mass action and Michaelis–Menten enzyme kinetics to mechanistically represent individual biochemical reactions in a cell signaling network. These models are frequently developed to predict the time-varying relationships between the components being modeled. This approach assumes that the individual biochemical reactions represented are sufficient to describe the overall signaling network dynamics, and its predictions can be sensitive to missing reactions. Although these models require a large number of parameters to be appropriately constrained, the detailed representation of biochemical and biophysical mechanisms enables these models to perform predictive computational experiments, which can later be validated experimentally.

Bhalla and Iyengar pioneered the use of large signaling network models, integrating many signaling pathways such as protein kinase (PK)A, PKC, mitogen-activated protein kinase, inositol 1,4,5-triphosphate (IP3), Ca2+/calmodulin-dependent protein kinase (CaMKII), and Ca2+ signaling in neurons.21 In this work, the authors demonstrated how intersecting signaling pathways, as whole networks, can give rise to emergent behaviors such as signal integration across time scales, bistability, and feedback. Mechanistic models are also useful for understanding the fundamental design principles underlying biological networks. Alonso and colleagues combined modeling and experimental studies to demonstrate how common network motifs found in signaling networks can give rise to a diverse spectrum of systems properties such as network robustness, signaling acceleration/deceleration, and memory.22,23 Taken together, biochemically and biophysically mechanistic models of cell signaling are useful for understanding the mechanisms for cell signaling regulation and the relationships between cell signaling networks and the functions they regulate.

β-Adrenergic Signaling in the Cardiac Myocyte
β-Adrenergic signaling centrally regulates cardiac contractility and the progression of heart failure (Figure 2).24–26 Under normal sympathetic activity, catecholamines bind β-adrenergic

![Figure 2. Schematic of β-adrenergic signaling in the cardiac myocyte. Catecholamine binding to the β1- and β2-adrenergic receptors initiating a signaling cascade of G-protein activation, adenylyl cyclase production of cAMP, and PKA activation by cAMP. Phosphorylation of PKA substrates may elicit a number of cardiac behaviors such as inotropy, lusitropy, chronotropy, hypertrophy, and apoptosis.](http://circres.ahajournals.org/)

G-protein–coupled receptors, signaling through Gs to activate PKA. PKA can then elicit enhanced contractile (inotropy), relaxation (lusitropy), growth (hypertrophy), and death (apoptosis) responses to adapt to altered circulatory demands. Although acute β-adrenergic signaling is important for the fight-or-flight response, persistent β-adrenergic signaling induces hypertrophy, fibrosis, and heart failure.27,28 In failing hearts, expression for multiple β-adrenergic signaling proteins decreases significantly,29,30 and drugs that directly inhibit β-adrenergic signaling (β-blockers) are effective first line therapies prescribed in the management of cardiac disease,31–34 although the primary mechanisms of action are still unknown.

Saucerman et al used this mechanistic modeling approach to investigate the β-adrenergic signaling pathway in the cardiac myocyte.35 Model simulations were used to compare gene therapy strategies and show how protein kinase inhibitor (PKI) can make PKA act as an ultrasensitive switch. Another key aim of this study was to understand which intracellular targets for β-adrenergic signaling were most important for regulating cardiac inotropy. Model analysis demonstrated that most of the inotropic changes attributable to β1-adrenergic signaling could be explained by PKA-mediated phosphorylation of the L-type Ca2+ channel (LCC) and phospholamban. In a subsequent study,36 the authors extended this model to show how PKA substrates perform specialized tasks in β1-adrenergic receptor (β1-AR)-stimulated inotropy: phospholamban phosphorylation increases sarcoplasmic reticulum (SR) Ca2+ load and accelerates relaxation; LCC and phospholamban phosphorylation together contribute to increased systolic Ca2+. Moreover, although PKA phosphorylation of the ryanodine receptors (RyRs) increased the Ca2+ sensitivity for SR Ca2+ release,37 its impact on steady-state Ca2+ transients was limited, consistent with the Ca2+ autoregulation hypothesis.38 Collectively, these studies were the first to show how molecular perturbations in a cardiac signaling network could be interpreted in the context of cell physiology using computational models.

Other groups continued to explore the effects of β-adrenergic signaling on cardiac electrophysiology. Using a
stochastic model of excitation–contraction (EC) coupling in the canine ventricular myocyte, Greenstein et al showed how increases in EC coupling gain observed in β-adrenergic stimulation may be explained by increased SR Ca\(^{2+}\) load rather than alterations to LCC gating.\(^{39}\) Moreover, the authors showed how a shift in LCC gating toward higher activity can generate stochastic early after depolarizations with implications for arrhythmogenesis under β-adrenergic stimulation. This study highlights the importance of selecting an appropriate model structure to specifically answer a biological question: by using a stochastic (instead of deterministic) approach, the authors were able to detect rare, probabilistic arrhythmic events generated by β-adrenergic signaling that are otherwise nonintuitive and difficult to observe.

Kuzumoto et al adapted the Saucerman model to study the effects of β\(_1\)AR signaling on Na\(^+\) regulation in a guinea pig EC coupling model, demonstrating the necessary role of phospholemman for limiting the increase in Na\(^+\) concentration under β\(_1\)AR stimulation.\(^{40}\) This model prediction was later validated experimentally by Despa et al.\(^{41}\) Himeno et al adapted the Kuzumoto model to analyze the role of β\(_1\)AR stimulation in inducing positive chronotropy.\(^{42}\) They showed how increased firing frequency is driven by a combination of changes to the LCC current (\(I_{\text{Ca,L}}\)), sustained inward (Na\(^+\) and K\(^+\)) current (\(I_{\text{Ks}}\)), and hyperpolarization-activated nonselective cation (Na\(^+\) and K\(^+\)) current (\(I_{\text{NaCa}}\)). Moreover, the authors made the interesting observation that whereas the slow delayed rectifier K\(^+\) current (\(I_{\text{Kd}}\)) contributes weakly to overall K\(^+\) conductance, \(I_{\text{Kd}}\) plays an important role in counterbalancing increases in \(I_{\text{Ca,L}}\) and Na\(^+\)/Ca\(^{2+}\) exchanger current (\(I_{\text{NaCa}}\)) during β\(_1\)AR stimulation, which would otherwise prolong the action potential and compromise positive chronotropy. These studies demonstrate how computational models can help reduce the complexity of signaling interactions with cell physiology. Using these models, the authors were able to isolate the actions of β\(_1\)AR signaling on different ion channels to better understand how they act together in concert to regulate Na\(^+\) concentration or cell pacemaking (a feat that could be experimentally intractable).

Mechanistic models of cardiac signaling networks can also be integrated with experimental studies to probe mechanisms for cell signaling kinetics and localization. In a later study, Saucerman et al combined their β\(_1\)AR signaling model with live-cell imaging to examine the role of cAMP compartmentation in regulating PKA activity.\(^{43}\) The authors integrated a spatially explicit implementation of their existing β\(_1\)AR signaling model with live-cell Förster resonance energy transfer (FRET) imaging experiments in neonatal rat ventricular myocytes. Using the model, the authors showed how spatial cAMP gradients detected in the FRET experiments could be explained by restricted cAMP diffusion, phosphodiesterase-mediated cAMP degradation, or PKA-mediated cAMP buffering and concluded that cAMP compartmentation is a candidate mechanism for rate-limiting PKA activation. Such compartmentation can be an important mechanism for cell signaling specificity.\(^{44,45}\)

Iancu et al also took a combined modeling/FRET approach to investigate cAMP compartmentation in cardiac myocytes. The authors first developed a computational model to investigate how the M\(_2\) muscarinic receptor can both stimulate and inhibit cAMP-dependent responses to β\(_2\)AR stimulation.\(^{46}\) Using their model, the authors showed how the subcellular localization of adenyl cyclase isoforms stimulated (AC4/7) or inhibited (AC5/6) by the G\(_{1\alpha}\) G-protein is sufficient for eliciting seemingly opposite cAMP responses to acetycholine. Moreover, their model predicted a rebounding cAMP response following a transient acetylcholine stimulus, which the authors validated using a PKA-based FRET sensor for cAMP. In a later study, the authors combined their model simulations with experiments using an Epac2-based FRET sensor for cAMP to quantitatively estimate time-varying changes in cAMP concentration.\(^{47}\) The authors showed cAMP concentrations were significantly higher in the bulk cytosol than near the PKA-based FRET sensor and suggested that these differences may explain how cAMP can differentially regulate PKA and Epac responses to β\(_2\)-adrenergic signaling. Together, these studies illustrate how modeling approaches can be used in concert with live-cell experimental studies to explain mechanisms for cell signaling regulation.

CaMKII Signaling in the Cardiac Myocyte

CaMKII manages another central signaling arm in the cardiac myocyte (Figure 3).\(^{24,48}\) Ca\(^{2+}\)-bound calmodulin (CaM) activates CaMKII, which phosphorylates many Ca\(^{2+}\), Na\(^+\), and K\(^+\) channels to regulate EC coupling and cardiac excitability.\(^{49,50}\) CaMKII is an important integrator of many signaling pathways in the heart (Ca\(^{2+}\), IP3, G\(_{i}\)) and contributes to the heart failure phenotype by inducing hypertrophy, apoptosis, and aberrant Ca\(^{2+}\) handling, which can trigger arrhythmias.\(^{51,52}\) CaMKII also synergizes with PKA during β-adrenergic signaling,\(^{53}\) and growing evidence suggests CaMKII inhibition may have a beneficial impact on the development of heart failure.\(^{54}\) These observations have made CaMKII a potentially attractive target for treating cardiac diseases.\(^{55}\)

Hund et al implemented the first model of CaMKII signaling in an EC coupling model of the canine ventricular myocyte.\(^{56}\) The authors showed that although CaMKII contributes to the positive Ca\(^{2+}\)-frequency relation by increasing EC coupling gain, action potential duration adaptation at
higher frequencies is best explained by the effects of transient outward K\(^+\) current (I\(_{\text{to1}}\)) on repolarization rather than CaMKII. Similarly, Grandi et al modeled the actions of CaMKII on I\(_{\text{Ca1r}}\), I\(_{\text{Ca1t}}\), and the fast Na\(^+\) current (I\(_{\text{Na}}\)) in a rabbit EC coupling model, showing that although the individual effects of CaMKII on I\(_{\text{Na}}\) or I\(_{\text{to1}}\) may prolong the action potential, the combined effect on all 3 contribute to action potential shortening.\(^5\)\(^7\) Moreover, the authors showed how transmural variations in I\(_{\text{to1}}\) expression may enhance CaMKII-induced arrhythmia in heart failure. The findings from these 2 studies could only be achieved by separating the individual contributions of CaMKII phosphorylation to the overall action potential, a task made tractable by the use of computational models.

Hashambhoy et al also examined the consequences of CaMKII activity on cardiomyocyte electrophysiology. Using a stochastic EC coupling model of the canine ventricular myocyte, the authors showed that CaMKII-dependent shifts in LCC gating can explain LCC facilitation and the apparent faster recovery from LCC inactivation independent of changes to LCC inactivation kinetics.\(^5\)\(^8\) In a subsequent study, the authors showed how LCC phosphorylation by CaMKII decreases EC coupling gain with a greater effect on RyR Ca\(^{2+}\) release than RyR phosphorylation itself.\(^5\)\(^9\) Moreover, the authors show LCC hyperphosphorylation is sufficient to induce early afterdepolarizations. Solts and Saucerman used a similar approach to show CaMKII is required for the rapid adaptation that underlies FDAR (frequency-dependent acceleration of recovery).\(^6\)\(^0\) Integrating the Saucerman–McCulloch β\(_1\)-AR signaling model into their work, the authors also show that CaMKII and PKA synergize to potentiate a positive-feedback loop of CaMKII-Ca\(^{2+}\)-CaMKII regeneration. Finally, the authors demonstrate that CaMKII hyperphosphorylation of RyRs can trigger delayed afterdepolarizations, adding support to the hypothesis that CaMKII is responsible for inducing arrhythmias via leaky RyRs. Together, the above modeling studies demonstrate how CaMKII signaling controls the positive Ca\(^{2+}\)-frequency relation, LCC facilitation, FDAR, and triggers for arrhythmogenesis, illustrating the utility of computational models for linking molecular signaling activities to emergent behaviors in the cardiac myocyte.

Computational models have also examined the role of CaMKII after myocardial infarction. Hund et al experimentally measured increased CaMKII autophosphorylation in the border zone and used a model to explain how this can abnormally decrease Ca\(^{2+}\) transients by increasing Ca\(^{2+}\) leak from the SR.\(^6\)\(^1\) Hyperactive CaMKII also reduced action potential upstroke velocity by altering I\(_{\text{Na}}\) gating kinetics, a potential mechanism for slow conduction and arrhythmogenesis at the myocardial infarct. Similarly, Christensen et al measured increased CaMKII oxidation at the border zone of a canine infarct and used a model to show how oxidized CaMKII can act on I\(_{\text{Na}}\) to prolong the action potential refractory period, slow border zone conduction, and increase the vulnerability to conduction block at a canine myocardial infarct.\(^6\)\(^2\) Taken together, these studies illustrate the use of models for interpreting the pathophysiological consequences of experimentally measured alterations to cardiac signaling in a disease condition.

Other modeling studies have focused on the biochemical mechanisms for CaMKII activation. In a combined experimental and modeling study, Song et al first showed experimentally that CaM-dependent proteins (analogous to CaMKII and calcineurin) differentially process beat-to-beat Ca\(^{2+}\) signals based on their affinity for CaM.\(^6\)\(^3\) The authors used a simple computational model to explain how these differences in CaM affinity can give rise to qualitatively different downstream signaling by these targets. Moreover, deactivation kinetics of CaM targets was driven by Ca\(^{2+}\)-dissociation from the Ca\(^{2+}\)-CaM-target complex rather than dissociation of Ca\(^{2+}\)-CaM. Saucerman et al extended this modeling work to evaluate local CaMKII and calcineurin dynamics in the rabbit ventricular myocyte.\(^6\)\(^4\) The authors showed how low CaM affinity CaMKII and high-CaM affinity calcineurin can have different activity profiles and sensitivities to Ca\(^{2+}\) oscillations in the cytosol and dyadic cleft (where Ca\(^{2+}\) concentrations are considerably larger). By switching the CaMKII and calcineurin affinities for CaM, the local CaMKII and calcineurin responses were switched, leading the authors to conclude that the low affinity of CaMKII for CaM is what permitted CaMKII to be highly sensitive to Ca\(^{2+}\) in the dyad, but not in the cytosol. This was in contrast to calcineurin, which is highly sensitive to Ca\(^{2+}\) in the cytosol but not in the dyad. Chiba et al evaluated the role of phosphatases in regulating CaMKII.\(^6\)\(^5\) The authors found that phosphatases limited CaMKII auto-phosphorylation and were important for regulating frequency-dependent activation of CaMKII. Collectively, these studies exemplify how models can be used to perform in silico experiments that are not otherwise tractable (eg, manipulation of binding affinities or tracking local CaMKII activity) to identify mechanisms for the regulation of cardiac signaling pathways. These studies also highlight the need for quantitative experiments of localized kinase activities in myocytes. In addition to activating kinase (CaMKII) and phosphatase (calcineurin) activities, CaM also has direct effects in managing other aspects of EC coupling. For instance, Ca\(^{2+}\)-CaM is known to directly regulate Ca\(^{2+}\)-dependent inactivation of LCCs.\(^6\)\(^6\)\(^7\) Although this is typically modeled implicitly as a property of LCC gating, Tanskanen et al explicitly represented Ca\(^{2+}\)-CaM binding activities in a stochastic model of the cardiac dyad. The authors showed how protein size and arrangement in these microdomains spatially restricts Ca\(^{2+}\) movement and influences the macroscopic properties of Ca\(^{2+}\)-induced Ca\(^{2+}\) release.\(^6\)\(^8\) Tadross et al used a computational model to further investigate how CaM can surprisingly confer sensitivity to small global Ca\(^{2+}\) signals in the presence of large local (Ca\(^{2+}\)-dependent inactivating) signals to Ca\(^{2+}\) channels in neurons.\(^6\)\(^9\) The authors find these behaviors are managed by rapid Ca\(^{2+}\)-dissociation from Ca\(^{2+}\)-CaM and preferential binding by Ca\(^{2+}\) channels to free CaM over Ca\(^{2+}\)-CaM. These studies illustrate how models can be used to identify new mechanisms for how protein complexes can contribute over many scales to regulate overall cell function.

Other Signaling Networks
Biochemically mechanistic models have been used to study a limited number of other cardiac signaling pathways as well.
Cooling et al. modeled hypertrophic IP3 transients in response to endothelin-1 and angiotensin II.\(^7\) Using a global sensitivity analysis to comprehensively test the role of every model parameter, the authors determined IP3 transients were primarily driven by dynamics at the receptor level. In particular, the authors showed how the more transient IP3 responses to angiotensin II than those generated by endothelin-1 could be explained by differences in receptor kinetics and density. This global sensitivity analysis exemplifies the type of comprehensive in silico experiments that can bring focus on key mechanisms of cell signaling regulation and prioritize future experiments.

Shin et al. explored the counterintuitive observation that MCIP can inhibit cardiac hypertrophy by blocking calcineurin but can also stimulate hypertrophy in response to isoproterenol infusion or transverse aortic constriction.\(^7\) Using a computational model, the authors showed the biphasic behavior could be explained by a transcriptional negative-feedback loop that includes a large NFAT threshold for MCIP expression. At low or moderate NFAT activity, MCIP expression is low and calcineurin inhibition is small, permitting hypertrophy. However, when NFAT activity crosses this threshold, MCIP expression increases and calcineurin inhibition is large, attenuating hypertrophy. Cooling et al. used models of NFAT translocation to examine how NFAT activity can be sensitive to both the magnitude and frequency of Ca\(^{2+}\) oscillations.\(^7\)

Niederer and Smith investigated the role of stretch-induced nitric oxide (NO) generation on Ca\(^{2+}\) cycling and force generation in the rat ventricular myocyte.\(^7\) The authors represented the effects of NO on regulating RyR function by making one of the RyR gating variables a function of cardiac myocyte strain, which is thought to increase RyR relaxation via local NO generation. This model predicted a steady-state decrease in Ca\(^{2+}\) transients in response to the actions of NO on RyRs alone. The authors conclude that this mechanism does not fully explain the slow increased force response of cardiac myocytes engaged in sustained tension. This study demonstrates how models can identify gaps in understanding and draw attention to areas which require more experimental investigation.

**Summary**

Although biochemically and biophysically mechanistic models require significant data for model validation, their detailed representations can be useful for identifying the key biological mechanisms regulating cardiac signaling pathways. These approaches help reduce the complexity of a signaling network by permitting comprehensive in silico assays that dissect the simultaneous effects of multiple interacting signaling mechanisms. These approaches can also help understand how small changes to the activity of a signaling network in a disease setting can produce large changes in phenotype. Moreover, these models have significant experimental predictive value and integrate well with experimental studies to complement experimental findings with mechanistic understanding.

### Multiscale/Integrated Models of Cardiac Signaling Networks

Cardiac cell signaling research is motivated by the need to understand how signaling networks regulate human cardiac physiology and disease. Extrapolating molecular signaling events to organ-level phenotypes introduces inherent complexity across spatial, temporal, and functional scales. As described above, mechanistic models of cell signaling pathways have tremendous deductive value for investigating biological mechanisms. However, other approaches are required for inductive extrapolation of the consequences of cell signaling on heart function. A second class of computational models are models that integrate distinct cardiac functions into a common framework. In practice, model integration is modular in nature and usually involves linking common variables across computational models of different cardiac behaviors. For example, Cortassa et al. developed an integrated model of the guinea pig cardiomyocyte, linking cell electrophysiology, force generation, and mitochondrial energy generation to investigate phenomena such as oxidative-stress induced action potential shortening.\(^7\) By combining these different units into a cohesive framework, integrated models clarify nonintuitive relationships between subsystems without obvious mechanistic links.

### Multiscale Models of Cardiac Function

This integrative approach is used most extensively in modeling multiscale aspects of cardiac electromechanics and hemodynamics.\(^7\) Some multiscale models combine EC coupling models with detailed representations of ventricular anatomies to analyze cellular mechanisms for arrhythmia.\(^76\) Other models integrate descriptions for circulatory resistance to model cardiac hemodynamics.\(^77,78\) Saucerman et al. used this approach to analyze the arrhythmogenic effects of a point mutation (KCNQ1-G589D), which disrupts yotiao-mediated targeting of PKA and PP1 to the I\(_{Ks}\) channel.\(^79\) The authors integrated their β-adrenergic signaling model with a rabbit EC coupling model and showed how this mutation would lead to a prolonged action potential only under β-adrenergic stimulation. Coupling this model with a three-dimensional rabbit ventricular wedge model, the authors showed how these cellular long QT (LQT) events can amplify ventricular heterogeneities in electric propagation to give rise to arrhythmias. Using this integrated approach, the authors identified mechanisms for arrhythmia that were not obvious from the cellular or molecular phenotypes.\(^80\)

Nakamura et al. used a similar approach for investigating progesterone-dependent mechanisms for changes in LQT risk during female menstruation and pregnancy.\(^80\) Taking a combined experimental and computational approach, the authors analyzed the effects of progesterone on the cardiomyocyte action potential and ECG. The authors first experimentally showed that the actions of progesterone were managed by increased nitric oxide (NO) production by eNOS. The authors then used a computational model to simulate shortened action potentials in conditions with elevated NO, which were consistent with their electrophysiological measurements in intact myocytes. The authors combined this model with a single-fiber representation of ventricular tissue to simulate
Analyzing Large Data Sets

Recent advancements in high-throughput methods for characterizing genomic, transcriptomic, proteomic, and metabolomic states allow one to view the global consequences of molecular perturbations rather than just the “usual suspects.” However, this wealth of -omic data creates new challenges in data interpretation, because most of the measurements lack a biological context for interpreting the biological relevance to the experimental perturbation. Statistical modeling techniques help reduce the complexity of these data sets by identifying clusters of signaling species that may either be coregulated or that can similarly regulate other species in a signaling network.

Statistical modeling approaches draw on information theory and computer science to identify features in the data that may globally represent the entire data set (eg, principal components). One advantage to these “top-down” techniques is that they make few assumptions about the data and can provide unbiased identification of unexpected correlations. However, statistical models produce different types of information than mechanistic models. Whereas mechanistic models can predict the time-varying dynamics and spatial localization of individual species in a cell signaling network, statistical models predict correlations between species in a network. Although these correlations do not always explain the causality between correlated species, the correlations can be useful for identifying nonintuitive patterns in the data and guide future experiments. These techniques can tremendously reduce the complexity of a high-throughput data set by 3 to 4 orders of magnitude and are most useful for screening a large number of observations or generating new hypotheses to explore experimentally. In the context of cardiac signaling networks, these approaches have been used most frequently to examine changes in coregulated gene/protein expression and changes in the activity of coregulated PPIs.

Statistical Analysis of High-Throughput Genomic Data

Some of the earliest applications of statistical modeling approaches to cardiac signaling networks involved efforts to interpret DNA microarray data sets. These studies drew from machine learning to identify possible mechanisms regulating the gene or protein expression changes observed between normal and diseased (or transgenic) cardiac tissue. In one group of studies, Hall et al examined gene expression profiles associated with reverse remodeling in human hearts following left ventricular assist device treatment. These studies revealed a number of important changes to cardiac vascular organization, cytoskeleton organization, and integrin and cAMP signaling, suggesting these pathways may be relevant to cardiac remodeling. Hong et al took a similar approach to analyze transcriptional profiles corresponding to 17 mouse cardiac phenotypes. In that study, the authors used spectral graph clustering and identified 31 groups of cardiac-specific genes with coregulated expression. The authors validated the differential expression of some of these genes in a transverse aortic constriction mouse by RT-PCR. These studies illustrate efforts to identify candidate genetic regulators of cardiac remodeling.

Other efforts have specifically focused on understanding experimental models of heart failure. Gao et al compared the gene expression profiles from canine tachycardia-induced heart failure against gene expression profiles from heart failure in 2 other species: (1) human idiopathic and ischemic heart failure and (2) mouse tumor necrosis factor (TNF)α overexpression and MLP knockout heart failure. The authors discovered a number of gene expression changes common between these different heart failure models, including up-regulation of nucleic acid metabolism and transcription pathways and down-regulation of biosynthesis/metabolism and muscle development/contraction pathways. In a later study, the authors took a novel approach, combining microarray analysis with biochemically mechanistic modeling and in vivo hemodynamic and electrophysiological measurements to examine longitudinal cardiac remodeling in canine tachycardia-induced heart failure. They found significant gene expression changes to metabolism, cell signaling and extracellular matrix pathways early in the remodeling process and coincident with left ventricular dysfunction and action potential prolongation. Focusing on genes whose expression correlated with changes in action potential duration, the authors identified a number of candidate proteins that may regulate action potential duration, including the SERCA2 gene. The change in SERCA2 expression was validated by Western blot and a computational model was used to show that SERCA2 downregulation is a sufficient mechanism for prolonging the cardiac action potential. Taken together, the authors demonstrate how these bioinformatics algorithms can be combined with experimental and computational validation to bring focus to specific molecular targets that manage the heart failure phenotype.

Statistical Analysis of High-Throughput Proteomic Data

Statistical modeling methods have also been used to characterize and analyze the cardiac proteome. Differential pro-
teomic expression has significant diagnostic value in identifying patients with human heart failure. Early work by Kislinger et al combined statistical modeling methods with mass spectrometric characterization of the mouse proteome to classify the organ (brain, heart, kidney, liver, lung, placenta) and subcellular localization (cytosol, cell membrane, mitochondria, nucleus) of all detectable proteins in the mouse proteome. In a later study, the authors made a more comprehensive attempt to characterize the mouse cardiac proteome, classifying proteins by subcellular localization and relative abundance and validating many proteins by immunoblotting. Comparing this proteome with various cardiac transcriptomes, the authors showed nearly 50% of expressed proteins had a linear correlation between mRNA and protein expression (Pearson’s correlation coefficient, \( r = 0.915 \)). Moreover, the majority of the “outlier” proteins with low proteome.8 In a later study, the authors made a more comprehensive attempt to characterize the mouse cardiac proteome, classifying proteins by subcellular localization and relative abundance and validating many proteins by immunoblotting. Comparing this proteome with various cardiac transcriptomes, the authors showed nearly 50% of expressed proteins had a linear correlation between mRNA and protein expression (Pearson’s correlation coefficient, \( r = 0.915 \)).

These reference proteomes are useful for identifying biomarkers for cardiac disease. As an example, Gramolini et al focused on a specific heart failure model by comparing protein expression profiles from cardiomyopathic phospholamban mutant mice (PLN-R9C) against those from wild-type littermates. The authors identified changes in protein expression in signaling pathways related to Ca\(^{2+}\) signaling, ER stress, cytoskeletal remodeling, and apoptosis. These protein expression changes also included known biomarkers for heart failure (AT2A2, ANF, BNP, FABHP, and β-MHC). The authors validated these identified proteins against human cardiac PLN-R9C explants and found correlations in 27 of the 40 highest ranking candidates from the transgenic mouse tissue. Collectively, these studies illustrate how statistical learning methods can be used to simplify complex proteomic data sets to predict unique protein signatures corresponding to different cardiac phenotypes.

**Protein–Protein Interaction Networks**

An alternative approach to analyzing large data sets is to use a protein–protein interaction (PPI) network to understand how changes in expression may correspond to changes in the regulation of specific signaling pathways and cardiac phenotypes. For example, Berger et al used a human PPI network to predict single-nucleotide polymorphisms and Food and Drug Administration (FDA)-approved drugs that may induce LQT syndrome (LQTS) and increase susceptibility for arrhythmias. The authors first curated a human PPI network and then used methods from machine learning to identify a LQTS subnetwork based on 13 genes corresponding to 12 different LQT phenotypes or reduced LQT susceptibility. The authors validated this subnetwork against genes, single-nucleotide polymorphisms, and drugs known to trigger LQTS and then used the LQTS subnetwork to predict FDA-approved drugs that were not classified as QT prolonging drugs but were associated with reports of QT prolongation. Using their PPI network, the authors hypothesized mechanisms linking the targets for these drugs to the LQT phenotype.

Using a similar approach, Lage et al recently examined the PPI subnetworks underlying cardiac morphogenesis in early development. The authors manually curated 255 cardiac development–related genes and computationally classified these genes into 19 functional PPI subnetworks. These 19 subnetworks were then manually annotated by their role in cardiac development, revealing recycling of functional subnetworks during heart development. The authors note increased anatomic complexity correlated with increased signaling complexity, marked by increases in PPI subnetwork activation, transcriptional activity, and protein expression. The authors experimentally validated these predictions in 19 human hearts at various stages of development and 14 embryonic human hearts, confirming the regional and temporal activation of these different subnetworks. These studies powerfully show how PPI networks can be used to give mechanistic information on proteins whose expression or activity may altered in human cardiac disease and development. More generally, these studies illustrate how statistical modeling approaches can clarify interpretation of complex data sets to gain insight into how specific signaling networks may regulate organ-level phenotypes.

**Summary**

Statistical modeling techniques are useful for reducing the dimensionality of complex data sets and identifying key changes in a disease or transgenic cardiac phenotype. These approaches can identify groups of signaling proteins that are correlated with specific phenotypes or have correlated activity. These groups can be useful for identifying biomarkers for cardiac disease or generating new experimental leads for the regulation of heart failure progression. PPI networks can help facilitate mechanistic understanding of large data sets by identifying how signaling proteins may be connected to each other. Together, these approaches can draw attention to nonobvious relationships between different parts of a signaling network and bring focus to the most important players in a complex phenotype.

**Future Directions**

Although the cardiovascular system has a rich history of using computational models to study its cellular physiology, the use of computational models to study cardiac signaling networks is still young. To accompany our growing appreciation of cell signaling complexity, there is a great need for new statistical and mechanistic modeling approaches that are scalable to larger signaling networks. At the same time, there are many areas of cardiac signaling that have not yet benefitted from computational modeling.

**New Statistical Approaches to Characterizing Cardiac Signaling Networks**

Next-generation sequencing technologies are now rapidly generating a wealth of data, providing comprehensive profiles for cardiac gene expression. In recent years, researchers studying other systems have developed powerful new statistical modeling techniques to deal with these growing data sets. These techniques aim to reduce the dimensionality of large-scale data sets into a more limited number of
principal components that may be more directly associated with a specific phenotype or cell behavior. For example, Janes et al examined the signaling network regulating cytokine-induced apoptosis in HT-29 cells, obtaining 7980 measurements of protein activation. The authors used principal components analysis to identify groups of signaling proteins that correspond to stress-apoptosis or cell-survival behaviors. Performing regression analysis on these principal components, the authors generated a model capable of predicting apoptosis responses to TNF, epidermal growth factor, and insulin treatment, which they validated experimentally. The authors also identified certain situations that caused the model to fail in predicting experimental outcomes. By analyzing and reconciling these context-specific “model break points,” the authors identified a number of new mechanisms regulating TNF-induced apoptosis, including an unexpected role for transforming growth factor α in phosphatidylinositol 3-kinase/Akt signaling and a counterintuitive loss of extra-cellular signal-regulated kinase–mediated survival under interleukin-1α blockade. The authors also evaluated more general properties of cell signaling networks, demonstrating how the overall signaling network is more sensitive to the dynamic range of signaling species than the absolute strength of their signaling activation. This study exemplifies how new statistical modeling techniques can be used to help identify mechanisms for signaling network regulation. As the size of cardiac-specific genomic and proteomic data grows, similar techniques will be important for reducing the complexity of these data sets and for investigating the relationships between signaling species.

Large-Scale Mechanistic Modeling of Cardiac Signaling Networks

The biggest challenge implementing biochemically mechanistic models is the requirement for appropriate biochemical parameters to constrain all reactions in a signaling network. Because these parameters can be difficult to estimate, detailed kinetic models of signaling pathways are typically limited to 10 to 20 protein species. However, the signaling networks for regulating some cardiac behaviors (eg, cardiac hypertrophy) involve significantly more signaling molecules with considerably more complexity in network connectivity. Thus, the field needs to identify modeling approaches that can “do more with less.” One approach for analyzing a signaling network using its topology alone is to use Boolean or Bayesian analysis, as has been used to study signaling associated with inflammation. However, these approaches provide only qualitative steady-state information about a system and have difficulty with common network motifs such as feedback loops. Recent efforts have attempted to bridge the gap between network topology and signaling dynamics without requiring the full set of biochemical parameters. As more information is known about the diverse signaling pathways that regulate complicated processes such as apoptosis, hypertrophy and metabolism, new progress must be made in the development of computational tools that can integrate these pathways into a consistent framework and make predictions about how they crosstalk to regulate cardiac behaviors.

Opportunities in Cardiac Cell–Based Therapies

Cell-based therapies for cardiac diseases are an exciting new research area. However, the complexity of signaling pathways that regulate differentiation of cardiac progenitor cells into mature adult cardiac myocytes is a significant obstacle toward forward progress in translating these therapies to the clinic. Computational models can be useful in this context for understanding the relationship between the local environment and differentiated state of cardiac progenitor cells. In an elegant study combining computational and experimental work, Kirouc et al showed how intercell paracrine signaling regulated the differentiation of hematopoietic stem and progenitor cells into cells that express blood lineage–associated cell surface antigens. The authors developed a computational model and estimated parameters based on their experiments of stem and progenitor cell differentiation under different selection and media-exchange conditions. Using a sensitivity analysis, the authors determined that differentiation of these cells was primarily regulated by secreted inhibitory factors, comprising a paracrine negative feedback loop. Using their model, the authors showed how experimental heterogeneity in long-term cell cultures could be explained by stochastic variations in the secretion rates of inhibitory factors. Moreover, they showed how loss of responsiveness to these secreted inhibitory factors was sufficient to explain pathological transformation of progenitor cells into leukemic stem cells (in vitro data published by Warner et al). This study illustrates how mechanistic signaling models are currently being used to understand and guide experimental differentiation of stem and progenitor cells into desired phenotypes. As cell-based therapies become more attractive treatment options for cardiac diseases, computational models can help accelerate mechanistic understanding of the differentiation processes for cardiac progenitor cells.

Opportunities in Mechanotransduction

Cardiac biomechanics play a central role in shaping cardiac development and pathophysiology. However, the signaling pathways converting ventricular stresses and strains to signaling cues for cardiac remodeling remain poorly understood. Although it is clear that focal adhesion and integrin-mediated signaling pathways are important for regulating cardiac growth, contractility, and repair, these pathways have received significantly less attention than those stimulated by circulating factors. Moreover, mechanical stretch alone is sufficient for inducing hypertrophy and arrhythmia and changes to G-protein signaling and mechanical unloading of failing hearts can reverse cardiac hypertrophy. Computational models are already being used to explore the role of mechanical stretch in regulation myocyte electrophysiology and electromechanics and ventricular arrhythmogenesis. As cardiac mechanotransduction signaling pathways are better understood, computational models will be important for mechanistically understanding how mechanotransduction interfaces with other signaling pathways to control cardiac contractility and remodeling. Understanding these relationships will be an important step toward reconciling the strengths and weak-
nesses of the neurohormonal and biomechanical hypotheses for human heart failure1–3 and may help generate new leads for better therapeutic treatment options.

Conclusions

Computational models are important research tools that can complement experimental studies to reduce the complexity of cardiac signaling networks. Modeling approaches can accelerate mechanistic insight into how signaling networks are regulated and help extrapolate the consequences of these signaling pathways on cardiac physiology. To date, computational models have contributed significantly toward understanding β-adrenergic and CaMKII signaling. There are tremendous opportunities for these approaches to be extended to both well-studied signaling pathways (eg, α-adrenergic signaling, MAPKs) and emerging signaling-related fields (eg, cardiac stem cells, mechanotransduction). Models can help integrate different aspects of cardiac function into coherent frameworks and help understand the actions of cardiac signaling networks on both homeostatic maintenance of cardiac physiology and pathological progression into heart failure. Modeling studies can also complement experimental studies to both provide mechanistic understanding and generate new experimental leads. These approaches powerfully reduce the complexity of large data sets and bring focus to the most important signaling species or signaling mechanisms regulate cardiac behaviors. As the appreciation for cardiac signaling network complexity and the size/quantity of experimental data sets grow, computational models are becoming necessary for addressing these challenges in a quantitative, mechanistic and methodical manner. Such efforts will prove increasingly important for elucidating mechanisms underlying the neurohormonal hypothesis and understanding the pathogenesis of heart failure.
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